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Effects of Daily Precipitation and
Evapotranspiration Patterns on Flow
and VOC Transport to Groundwater
along a Watershed Flow Path
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Department of Environmental and Biomolecular Systems,
OGI School of Science and Engineering, Oregon Health &
Science University, 20000 NW Walker Road,
Beaverton, Oregon 97006-8921, and U.S. Geological Survey,
Rapid City, South Dakota 57702

MTBE and other volatile organic compounds (VOCs) are
widely observed in shallow groundwater in the United States,
especially in urban areas. Previous studies suggest that
the atmosphere and/or nonpoint surficial sources could be
responsible for some of those VOCs, especially in areas
where there is net recharge to groundwater. However, in semi-
arid locations where annual potential evapotranspiration
can exceed annual precipitation, VOC detections in
groundwater can be frequent. VOC transport to groundwater
under net discharge conditions has not previously been
examined. A numerical model is used here to demonstrate
that daily precipitation and evapotranspiration (ET)
patterns can have a significant effect on recharge to
groundwater, water table elevations, and VOC transport. Ten-
year precipitation/ET scenarios from six sites in the
United States are examined using both actual daily observed
values and “average” pulsed precipitation. MTBE and
tetrachloroethylene transport, including gas-phase diffusion,
are considered. The effects of the precipitation/ET
scenarios on net recharge and groundwater flow are
significant and complicated, especially under low-precipitation
conditions when pulsed precipitation can significantly
underestimate transport to groundwater. In addition to
precipitation and evapotranspiration effects, location of VOC
entry into the subsurface within the watershed is important
for transport in groundwater. This is caused by groundwater
hydraulics at the watershed scale as well as variations in
ET within the watershed. The model results indicate that
it is important to consider both daily precipitation/ET patterns
and location within the watershed in order to interpret
VOC occurrence in groundwater, especially in low-
precipitation settings.

Introduction
Anthropogenic organic chemicals, including volatile organic
compounds (VOCs), are found throughout the hydrologic
cycle. Many are readily transported in both the aqueous and
vapor phases and can be long-lived in the subsurface. As a

consequence, low levels of a variety of VOCs are widely
observed in shallow groundwater throughout the United
States (1). Atmospheric and/or nonpoint surficial sources
and transport through the unsaturated zone probably
contribute to that widespread occurrence, especially in areas
where there is net recharge to groundwater (2). For semi-
arid locations, this interpretation is complicated because,
while VOC detection can be frequent, annual potential
evapotranspiration (PE) can exceed annual precipitation,
resulting in a net upward flow of water through the
unsaturated zone. The processes contributing to the wide-
spread occurrence of VOCs in shallow groundwater under
those circumstances have not been examined. However,
simulation models of watershed hydrologic processes can
provide insight into the transport of VOCs above the water
table and in shallow groundwater. This paper describes model
simulations of the effects of precipitation and evapotrans-
piration (ET) patterns on flow and VOC transport at six
watersheds within the continental United States.

To accurately represent VOC transport along a watershed
flow path, modeled processes should include precipitation
and evapotranspiration, unsaturated zone groundwater flow
and transport, gas-phase diffusive transport, saturated
groundwater flow, and exchange between groundwater and
surface water (e.g., base flow, Figure 1A). Overland flow (e.g.,
infiltration excess and saturation overland flows) also can
affect VOC transport by affecting the overall water balance,
and as a result, those processes also are included in the flow
path model discussed in this paper.

Dunne (3) provided an excellent review of experimental
evidence for various overland and shallow subsurface flow
pathways. Dunne’s conclusion that infiltration excess over-
land flow was not a dominant process in most humid
environments was consistent with the numerical modeling
analysis of Freeze (4). Dunne identified saturation overland
flow, resulting from return flow and direct precipitation on
saturated soil, as an important process in streamflow
generation. In a later study, Dunne et al. (5), examined the
effects on overland flow of processes that occur at area scales
below typical model grid scales (e.g., vegetative cover,
microtopography) and which, as a result, are difficult to
model. They concluded that those “sub-grid-scale” (<1 m2)
processes are important for understanding overland flow as
it relates to transient storm flow generation. However, given
the nature of the boundary conditions and time discretization
modeled in this paper, those processes will be less important
for longer-term subsurface VOC mass transport and are not
considered.

Freeze and Harlan (6) presented the first comprehensive
conceptual model for the role of watershed hydrology on
groundwater flow and vice versa. Freeze (7) followed that
work with a three-dimensional saturated/unsaturated flow
model that examined the transient behavior of precipitation
on streamflow generation in a small nonhomogeneous basin.
In further pioneering work, Freeze (8) examined the role of
base flow on streamflow generation and concluded that the
base flow contribution was important. He also observed a
wide range of watershed responses to rainfall patterns, soil
moisture, and subsurface properties that complicate ap-
plication of empirical rainfall/runoff correlations. Although
not discussed directly, these results also imply that rainfall
patterns and subsurface properties will have an important
effect on chemical transport within watersheds. An important
goal of the work described in this paper is to examine those
relations.
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A number of groups have integrated process-based
overland flow and groundwater flow models. For example,
VanderKwaak (9) used the two-dimensional diffusion wave
approximation for overland flow coupled with the three-
dimensional Richard’s equation for subsurface flow. Brown
(10) used an approach where overland flow was integrated
into the equations for subsurface flow, thus the overland
and subsurface flow computations were performed concur-
rently in the same time step. Brown controlled the overland
flow characteristics of the surface layer by adjusting the
storage and conductance relations for that layer. This
approach maintains a mass balance at the ground surface
by including the overland flow cells in the model’s formula-
tion of mass conservation. A similar approach is used in the
modeling presented in this paper.

Historically, watershed-scale three-dimensional saturated/
unsaturated solute transport modeling has received less
attention than flow studies, in part due to computational
challenges. However, in the past decade a number of authors
have addressed this issue or pieces of it (9, 11-15). Simulation
of solute mass transfer at the ground-surface interface is
complex and involves a number of interdependent processes
and time-dependent boundary conditions (16), including
rainfall intensity, runoff characteristics, soil conditions, and
underlying water table conditions (17). Solute mass transfer
between precipitation, overland flow, and the subsurface

can be considered instantaneous (18, 19) or mass transport
limited (20-23). For VOCs, mass transfer can occur via both
the aqueous and gas phases, and thus under most conditions
mass transfer is likely to be rapid. Furthermore, in the context
of the modeling discussed here in which 24-h average rainfall
values are used, there is no infiltration-excess overland flow.
As a result, the simple assumption of instantaneous equi-
librium at ground surface is appropriate for the VOC modeling
presented in this paper.

Pankow et al. (2) used a numerical model to simulate
one-dimensional unsaturated/saturated vertical transport of
VOCs in the subsurface to show the effects of precipitation
and evapotranspiration on transport of VOCs from the
atmosphere to groundwater. Their simulations involved
precipitation and ET patterns that varied regularly in time
(i.e., pulsed) and showed that the combination of gas-phase
diffusion and periodic recharge could be responsible for the
widespread low-level contamination of groundwater from
an atmospheric source. Baehr et al. (24) examined shallow
groundwater in New Jersey and found that a number of
compounds were frequently observed. They used one-
dimensional modeling with steady precipitation and ET to
determine if the atmosphere could be the source for those
contaminants. They concluded that while a number of VOCs
were detected in groundwater, only methyl tert-butyl ether
(MTBE) was present in the atmosphere at sufficient con-

FIGURE 1. (A) Schematic drawing of the model flow path. (B) Model grid and boundary conditions. The red boxes represent the upland
(column 5, on the left) and lowland (column 30, on the right) locations where water table concentration profiles were simulated.
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centrations to explain the observed groundwater concentra-
tions.

Baehr et al. (25) examined vertical MTBE concentration
profiles in the unsaturated zone at a number of sites in New
Jersey. They compared those profiles to results from a steady-
state recharge model and concluded that biodegradation
must be playing a part in producing the observed profiles.
In contrast, Höhener et al. (26) concluded that MTBE was
persistent in unsaturated sandy columns in the laboratory.
Sorenson et al. (27) examined the persistence of chlorinated
VOCs under aerobic field soils and concluded that degrada-
tion half-lives were greater than 10 yr. Thus, while degradation
in the vadose zone is a potentially important process for
many VOCs, degradation rates for the range of conditions
modeled in this paper are likely to be slow and, more
importantly, are not well-known. As a result, to emphasize
the roles of precipitation patterns and location within the
watershed, it has been assumed here that degradation does
not occur.

While it is convenient to use regular precipitation and ET
patterns as inputs for numerical models, in reality ET and
precipitation occur in complex daily, seasonal, and multi-
year patterns that can have potentially important effects on
transport. In this paper, subsurface VOC transport is modeled
in two dimensions along a saturated/unsaturated flow path
within a small watershed. In addition, the impact of actual
daily precipitation and ET on flow and transport is examined
and contrasted with cases where regular, periodic inputs are
used. This paper expands on the previous work of Pankow
et al. (2) and uses a hypothetical flow path that extends from
the edge of a watershed about 0.5 km laterally to a constant-
head stream at the center of the watershed (Figure 1A). A
hypothetical rather than actual watershed flow path was used
to evaluate VOC transport because the hypothetical approach
facilitates the direct comparison of different climate patterns
while avoiding the complexity inherent in simulating actual
flow paths.

Because of the potentially complex relations between ET
and precipitation and the importance of those relations to
VOC transport, real rather than synthetically generated
precipitation and ET data are used in this study. Using those
data, the effects of temporal precipitation and evapotrans-
piration patterns on recharge of VOCs to groundwater will
be modeled to examine the roles of (i) daily precipitation
and ET on VOC transport to the groundwater; (ii) gas-phase
diffusion on VOC transport; and (iii) recharge location along
the flow path on movement of contaminants into the
saturated zone.

Hydrologic Settings
Model simulations were carried out for six locations within
the continental United States (Figure 2) that represent a range
of climatic zones and precipitation/ET conditions (28). The
six precipitation/ET data sets used in this study are shown
in Figure 3. Each set contains 10 yr of daily data (1990-2000)
and was obtained from either Agrimet (29) or the National
Climate Data Center (30). Daily potential evapotranspiration
(PE) values were calculated from daily meteorological data
using the Kimberly-Penman method (31), the Hargreaves
method (32), and the Penman-Monteith method (33). The
sites for this study were chosen in part because pan
evaporation data were available for at least portions of the
year. PE data, calculated using the methods described above,
were compared to the pan evaporation data. All showed
similar correlations to the pan data, so the Hargreaves method
was used because it was the simplest and provided the most
complete data sets for the model.

For each site the cumulative minimum net annual
recharge (i.e., reset to zero at the beginning of each water
year), expressed here as precipitation minus potential
evapotranspiration (PMPE; 28), is shown in the right-hand
panels of Figure 3. PMPE has been previously used to explain
spatial variability in mean annual runoff, trends in climatic
moisture conditions, and irrigation demand (28, 34, 35). PMPE
is a convenient metric for water recharge-related processes
because it can be calculated from readily available meteo-
rological data. Based on the data, PMPE values for the six
sites range from being strongly negative to strongly positive.
(Of course, actual annual recharge will be greater than PMPE
because actual ET is less than PE). With regard to transport,
Nolan et al. (36) used PMPE as an explanatory variable in
their logistic regression analysis of nitrate contamination of
groundwater but found that it did not significantly improve
the performance of their model. This is probably due in part
to the roles of seasonal recharge/ET patterns and depth to
groundwater. Thus, it is likely that a more process-based
estimate of net ET will be necessary to describe contaminant
transport through the unsaturated zone to groundwater. In
this paper, flow and transport simulations for each of the six
locations were carried out using daily actual daily precipita-
tion as well as with steady and “10-day pulsed” precipitation
values. The pulsed precipitation cases delivered 10/365th of
the respective average annual precipitation every tenth day.
In the daily actual precipitation cases, ET was calculated
using PE values based on daily meteorological conditions.
In the pulsed cases, ET values were calculated using the
average annual PE for that case. The average annual

FIGURE 2. Map showing locations for the precipitation and evapotranspiration data.
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precipitation and PE data for the six sites are listed in Table
1. (The steady-state cases were very similar to the 10-day
pulsed data shown in this paper, and as a result the steady-
state data are not presented.)

Contaminant transport was examined using two model
compounds. The first was volatile, with physical properties
similar to tetrachloroethylene (PCE). The second was volatile
but very water-soluble, with properties similar to MTBE. As
discussed above, it has been assumed that neither compound
degraded in the subsurface. To focus on the effects of
precipitation and ET patterns along the flow path, a constant-
concentration boundary condition at ground surface (C(0)
) 1) has been used. Furthermore, it has been assumed that
ET removed the contaminant mass from the subsurface along
with the water. The latter approach is reasonable given the
physical properties of PCE and MTBE. Burken and Schnoor
(37) examined the relation between transpiration and
hydrophobicity (i.e., octanol-water partition coefficient, Koc).
They defined the “transport stream concentration factor”
(TSCF) as the ratio of contaminant concentration in the
transpiration stream to the concentration in the bulk water
at the roots. They determined that the TSCF was greatest
when the logarithm of the organic carbon partition coefficient
(log Koc) was between 2 and 3. Log Koc values for PCE and
MTBE are approximately 2.9 and 1, respectively, and the
Burken and Schnoor (37) model would predict TSCF values
of approximately 0.7 for PCE and 0.1 for MTBE. However,
Hong et al. (38) examined the evapotranspiration of MTBE
by hybrid poplars in the laboratory and the field and
determined that the MTBE was “readily taken up and
transpired”. This uptake, when coupled with mass removal
by direct volatilization, indicates that VOCs will not ac-
cumulate in the subsurface and that the assumption of mass
removal by ET is appropriate.

Model Description
As represented in Figure 1A, contaminant transport from
near ground surface to groundwater and back to surface water
or the atmosphere is complicated. To simulate the relevant
processes, the commercially available model MODFLOW-
SURFACT 99 (39) is used. The model domain is shown in
Figure 1B. It consists of a two-dimensional vertical aquifer
slice containing 20 layers. The slice represents a flow path
from the edge of the watershed to a constant-stage stream
that flows near the center of the watershed. The bottom model
layer represents a regional bedrock aquifer. The bedrock is
assumed to have a hydraulic conductivity of 0.01 m/d. The
middle layers of the domain represent an alluvial, valley-fill
aquifer (hydraulic conductivity 0.3 m/d). This code does not
explicitly model overland flow, but as discussed below,
overland flow is approximated in the top layer of the model
using a modification of the approach developed by Brown
(10). The water table is fixed at the ground surface at the
downgradient end of the domain (i.e., the top of the second
model layer). The side and bottom boundaries are set to be
“no-flow”. Soil characteristics for the hypothetical watershed
flow path are listed in Table 2.

Water flow through the unsaturated and groundwater
zones was modeled using a two-dimensional version of the
variably saturated flow equation (40):

where y and z are Cartesian coordinates, Kyy and Kzz are the
hydraulic conductivities, krw is the relative permeability, h is
the hydraulic head, W is the source and sink flux, Sy is the
specific yield, Sw is the water saturation, Ss is the specific
storage, and t is the time.

The relative permeability is assumed to follow the relation
(41)

where γ is an empirical constant ) 1 - 1/â and Se is the
effective water saturation with

above the water table and Se ) 1 at or below the water table
where Swr is the residual water saturation; ψ is the pressure
component of the total head, h; and R and â are empirical
constants.

Overland flow (both infiltration excess and saturation
overland flow) is approximated in the top layer of the model
using eq 1. The hydraulic conductivity in that layer is set to
3000 m/d. The hydraulic gradient in each grid block of the
top layer is dictated by the slope of land surface (∼0.03), and
the porosity is set to 1.0. The relative permeability is set equal
to approximately one for this layer by adjustment of R and
â in eq 3. These conditions in layer 1 represent transit times
across the gridblocks of 4 h or less. Because 24-h average
precipitation values are used for these simulations, there is
no infiltration excess overland flow (i.e., the 24-h precipitation
values are in all cases smaller than the saturated hydraulic
conductivity, thus all of the precipitation will infiltrate). As
a result, all of the overland flow in these simulations occurs
as return flow near the stream (Figure 1A). For return flow,
saturation overland flow is essentially controlled by the flux
of water from the subsurface, and thus integration of overland
flow into the groundwater flow model is appropriate.

In the context of the numerical model, the ET data were
calculated using the equation (42)

where h is the hydraulic head in layer 2, hs is the elevation

TABLE 1. Annual Average Precipitation and Potential
Evapotranspiration Data

case

annual average
precipitation

(mm/day)

annual average
potential evaporation

(PE, mm/day)

Davis, CA 1.40 -3.65
Fort Collins, CO 1.13 -3.10
Athens, GA 3.10 -3.24
Terre Haute, IN 2.61 -2.68
New Brunswick, NJ 3.19 -2.75
Corvallis, OR 3.12 -2.79

TABLE 2. Soil Property Data

Cap-Sat parameters (1/m)
R 0.3
â 4

residual saturation 0.25
porosity 0.35
organic carbon content (%) 0
bulk density (kg/m3) 1600
aquifer hydraulic conductivity (m/d) 0.3
bedrock hydraulic conductivity (m/d) 0.01
longitudinal, transverse,

and vertical dispersivities (m)
3, 0.3, 0.1

temperature (°C) 15

∂

∂y(Kyykrw
∂h
∂y) + ∂

∂z(Kzzkrw
∂h
∂z) - W ) Sy

∂Sw

∂t
+ SwSs

∂h
∂t

(1)

krw ) Se
1/2[1 - (1 - Se

1/γ)γ]2 (2)

Se )
Sw - Swr

1 - Swr
) { 1

[1 + (Rψ)â](1-1/â)} (3)

ET ) PE[(hs + d) - h

d ] for [(hs + d) - h] e 0

ET ) PE for h > hs (4)
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of the top of layer 2, and d is the pressure head at which ET
drops to zero (-6 m used here).

Equation 4 is similar in form to the expression used for
evapotranspiration in MODFLOW (42). However, in the
MODFLOW case, h refers to the elevation of the water table
and d is the depth of the water table below ground surface
at which ET drops to zero. In the current formulation, h is
the total head within layer 2 (i.e., elevation plus pressure
head) and d is the pressure (suction) head in layer 2 at which
ET drops to zero. In this case, the availability of water for ET
depends not only on the water content in layer 2 but also on
the ability for water to move up and down through the
unsaturated zone, as dictated by Richard’s equation. The
pressure head at which ET drops to zero was set at -6 m for
all of the simulations discussed in this paper. Recharge equal
to the daily precipitation was added at ground surface in the
model (i.e., layer 2).

Aqueous-phase transport for the two nondegrading,
nonsorbing compounds was modeled using the two-
dimensional variably saturated transport equation (43):

where Dij are the dispersion coefficients and are equal to the
sum of the molecular diffusion coefficient and the product
of the advective velocities and mechanical dispersivities, vi

is groundwater velocity in the principal directions, c is the
aqueous concentration, Φ is the effective porosity, and q is
the volumetric flow rate per unit volume of the medium.

Advective gas flow was not included in the model. This
is appropriate because (i) atmospheric pressure changes will

have little affect on vapor movement due the generally
shallow water table in these cases; (ii) the 24-h average
recharge conditions used in the model do not produce
conditions in which a saturated wetting front would induce
air advection. However, gas-phase diffusion was modeled in
eq 5 by assuming instantaneous equilibrium between the
aqueous and gas phases and defining the effective aqueous-
phase diffusion coefficient to include gas-phase diffusion:

where Dw
/ and Da

/ are free aqueous and free air diffusion
coefficients, respectively; Φw and Φa are the water and air
filled porosities, respectively; τw and τa are the water and air
tortuosities, respectively (τa ) Φa

7/3/Φ2and τw ) Φw
7/3/Φ2); and

H is the dimensionless Henry’s gas constant.
Chemical property data for the simulations are sum-

marized in Table 3. For the two compounds simulated in
this paper, differences in the Henry’s gas constants mean
the unsaturated zone gas-phase diffusion coefficient for PCE
is about 40 times greater than for MTBE.

The transport model’s initial and boundary conditions
were kept simple in order to educe the effects of ET and
precipitation on VOC transport. The domain was initially
free of contaminants. Precipitation applied at ground surface
(layer 2) was assumed to have a constant concentration of
each solute (C(0) ) 1), and mixing with subsurface water was
assumed to occur instantly. Initial conditions for each case
were dynamically generated using the following procedure.
First a steady-state simulation was conducted using average
annual precipitation and ET data. Next, one or more transient
simulations were conducted sequentially using the ap-

FIGURE 3. Daily precipitation and evapotranspiration data for the six modeled cases (left panels) and annual cumulative precipitation
minus potential evapotranspiration (right panels). The cumulative data are reset at the beginning of each water year (October 1).

∂

∂yi
(Dij

∂c
∂yj

) - ∂

∂yi
(vic) ) ∂

∂t
(ΦSwc) - qc (5)

D ) Dw
/ Φwτw + HDa

/Φaτa (6)
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propriate precipitation and ET data, and the ending head
distribution was used as the starting head distribution for
the next simulation. Initial conditions were achieved when
the results of a simulation produced an ending head

distribution data that was identical to the head distribution
at the beginning of that run. Once that was accomplished,
the final transport simulation for each case was conducted.
This approach has the added advantage of ensuring a net
water balance during the course of each simulation.

Results
Water Balance. Annual cumulative precipitation and mod-
eled ET for the six daily precipitation cases are shown in the
left-hand panels of Figure 4 and Supporting Information
Figure S1. In addition, the figure shows cumulative flow to
or from the stream as base + overland for each case. [The
volumetric flows to the stream (i.e., to the constant head

FIGURE 4. Left-hand panels show model results for the daily precipitation, evapotranspiration, and base + overland flow to the stream
for the CA, CO, and NJ cases. The right-hand panels show net annual recharge for the daily and pulsed CA, CO, and NJ cases.

TABLE 3. Chemical Property Data (2)

PCE MTBE

dimensionless Henry’s constant 0.39 0.01
free-air gas-phase diffusion

coefficient (m2/d)
0.67 0.67

free-solution aqueous diffusion
coefficient (m2/d)

0.00007 0.00007
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cell) have been divided by the surface area of the model
domain (15 m × 540 m) to make them comparable to the
precipitation and ET data. Negative values indicate net flow
to the stream.] The right-hand panels of Figures 4 and S1
show annual cumulative net recharge (i.e., precipitation
minus ET) for the six cases under both daily and 10-day
pulsed precipitation conditions. In each case net recharge
is set to zero at the beginning of each water year (October
1). Most of the daily precipitation cases show net recharge
at the end of the year, with only the Davis, CA, and Fort

Collins, CO, cases showing a mixture of years of net recharge
and discharge under daily conditions.

From the perspective of transport to groundwater,
recharge patterns during the course of each year are probably
more important than the differences in cumulative recharge
at the end of the year. For the CA case (Figure 4A), winter
precipitation results in significant recharge during that period.
The annual cumulative ET is similar from year to year, being
controlled primarily by depth to groundwater; thus, for the
CA daily precipitation case the annual net recharge is largely

FIGURE 5. Water table elevation and depths of the C/C(0) ) 0.1 concentration contours for the PCE (red line) and MTBE (blue line) for
the upland location (column 5, Figure 1B) of the CA, CO, and NJ cases. The daily precipitation cases are in the left panel; the pulsed
precipitation cases are in the right panel. (In most cases the C/C(0) ) 0.1 depth lines terminate before 10 yr due to the vertical discretization
of the model domain and because the concentration did not reach C/C(0) ) 0.1 in the underlying layers.)
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controlled by the magnitude of wintertime precipitation. For
the CO daily precipitation case, much of the precipitation
occurs during the summer when PE is high, and nearly all
of the precipitation is quickly evapotranspired. Thus, even
though annual precipitation and ET are similar to the CA
case, the seasonal recharge and discharge patterns for CO
are much less pronounced than for CA. For the NJ case,
precipitation is distributed throughout the year. As with the
CA case, this results in net recharge during the winter months,
but unlike CA, precipitation through the summer months

results in consistent net annual recharge for NJ. For the 10-
day pulsed cases (and the steady-state cases), because the
precipitation and ET are regularly distributed, there is more
opportunity for ET concurrent with precipitation, leading to
significantly reduced seasonal recharge/discharge patterns
for all of the cases.

VOC Transport. Figure 5 and Supporting Information
Figure S2 show the approximate water table as a function of
time in the upland portion of the flow path (Figure 1B, column
5). The figures also show the vertical locations of the “C/C(0)

FIGURE 6. Water table elevation and depths of the C/C(0) ) 0.1 concentration contours for the PCE (red line) and MTBE (blue line) for
the lowland location (column 31, Figure 1B) for the CA, CO, and NJ cases. The daily precipitation cases are in the left panel; the pulsed
precipitation cases are in the right panel. (In most cases the C/C(0) ) 0.1 depth lines terminate before 10 yr due to the vertical discretization
of the model domain and because the concentration did not reach C/C(0) ) 0.1 in the underlying layers.)
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) 0.1 concentrations” for MTBE and PCE. The C/C(0) ) 0.1
concentration lines represent the depth of penetration of
the contaminants at which the aqueous concentration is
equal to 10% of the concentration at the upper boundary
(i.e., C(0) ) 1) of the model as a function of time. The left-
hand panels show daily precipitation results and the right-
hand panels show the 10-day pulsed precipitation results.
For the higher precipitation cases (NJ, GA, IN, OR; Figure 5C
and Supporting Information Figure S2A-C), recharge quickly
pushes the VOCs below the water table under both daily and
10-day pulsed precipitation conditions. As a result, gas-phase
diffusion plays a relatively minor role and the profiles of the
two modeled compounds are similar.

For the low-precipitation cases (CA and CO, Figure 5A,B)
aqueous flow in the unsaturated zone is slow, and differences
in the effective gas-phase diffusion coefficients of the two
compounds result in different profiles. In the CA case, the
combination of wintertime recharge and gas-phase diffusion
pushes the PCE below the water table in less than 1 yr, while
MTBE is transported to groundwater in less than 3 yr. In the
CO case, the lack of recharge prevents MTBE from reaching
the water table during the 10-yr simulation, while gas-phase
diffusion carries the PCE to the water table in just over 1 yr.
Under 10-day pulsed low-precipitation conditions, differ-
ences between the two compounds are accentuated. The
MTBE does not reach the water table during the 10-yr pulsed
simulations in either the CA or CO cases, while PCE reaches
it in 1-2 yr because of its higher gas-phase diffusion
coefficient. These two cases indicate that the errors caused
by assuming regular, periodic precipitation will be minimized
for contaminants with high Henry’s gas constants. However,
for contaminants which move in the unsaturated zone
primarily by aqueous advection, the assumption of regular
(e.g., pulsed) precipitation patterns can lead to significant
errors in transport to groundwater.

Figure 6 shows approximate water table location and
contaminant penetration depths for the lowland portion of
the flow path (Figure 1B, column 31) for the CA, CO, and NJ
cases (the GA, IN, and OR cases are nearly identical to the
NJ case, Supporting Information Figure S3). Depths to the
water table are less than in the uplands, and transport to the
groundwater by diffusion and the effects of individual
precipitation events occurs rapidly in all cases for both daily
and pulsed cases. As a result, effects caused by differences
in the gas-phase diffusion coefficients are minimized, and
the two contaminants generally behave in a similar manner.
In the CA and CO cases, the depth of penetration below the
water table during the 10-yr simulations is only a few meters.
In all of the high-precipitation cases, the depth of penetration
in the lowlands is less than for the corresponding upland
cases. This is due in part to the greater ET in the lowlands,
which is in turn due to the shallow water table. However,
differences in contaminant penetration below the water table
also are due to watershed-scale groundwater flow. As depicted
in Figure 1A, groundwater flow paths can carry contaminants
to depth in the upland portion of the aquifer, while in the
lowlands penetration can be limited due to groundwater flow
upward toward the stream. This suggests that one-dimen-
sional vertical modeling of VOC transport cannot fully capture
contaminant behavior, especially below the water table. As
a consequence, it is important to consider both daily
precipitation patterns and location within the watershed
when modeling the transport of VOCs to groundwater.

Watershed-scale flow path modeling leads to a number
of conclusions for VOC transport to groundwater. In the
uplands portion of the watershed: (i) for high precipitation
cases, aqueous advection controls transport through the
unsaturated zone; (ii) for low-precipitation cases, precipita-
tion patterns can play an important role in VOC transport
to groundwater; (iii) for the low-precipitation cases, both

aqueous- and gas-phase transport are important, and dif-
ferences in Henry’s gas constants have a significant effect on
behavior; and (iv) use of regular (e.g., steady or periodic)
precipitation patterns in modeling studies also may under-
estimate depth of penetration into the groundwater. In the
lowlands portion of the aquifer: (i) transport of both VOCs
is fairly rapid for all cases examined, thus precipitation
patterns are probably less important than in the uplands; (ii)
for the low-precipitation cases, the depth of penetration into
the groundwater is small; (iii) for the high-precipitation cases,
the depths of penetration are less than for the corresponding
upland cases. As a consequence, it is important to consider
both precipitation patterns and location within the watershed
when assessing VOC transport to groundwater.

Supporting Information Available
Three figures described in the text. This material is available
free of charge via the Internet at http://pubs.acs.org.
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(26) Höhener, P.; Duwig, C.; Pasteris, G.; Kaufmann, K.; Dakhel, N.;

Harms, H. J. Contam. Hydrol. (in press).
(27) Sorenson, K. S.; Peterson, L. N.; Hinchee, R. E.; Ely, R. L. Biorem.

J. 2000, 4, 337-357.
(28) McCabe, G. J.; Wolock, D. M. Climate Res. 2002, 20, 19-29.
(29) Agrimet, 2002; http://mac1.pn.usbr.gov/agrimet/webarcread.ht-

ml.
(30) NCDC (National Climate Data Center), 2002; http://lwf.ncdc-

.noaa.gov/servlets/DLY.
(31) Wright, J. L. J. Irrigation Drainage Eng. 1982, 108, 57-74.
(32) Hargraeves, G. H.; Samani, Z. A. ASCE, J. Irrigation Drainage

Div. 1982, 108, 225-230.
(33) FAO (Food and Agriculture Organization of the United Nations).

FAO Irrigation and Drainage Paper 56; 1998; ISBN 92-5-104219-
5.

VOL. 37, NO. 21, 2003 / ENVIRONMENTAL SCIENCE & TECHNOLOGY 9 4953



(34) Wolock, D. M.; McCabe, G. J. Climate Res. 1999, 11, 149-159.
(35) Legates, D. R.; Mather, J. R. Geographical Rev. 1992, 82, 253-

267.
(36) Nolan, B. T.; Hitt, K. J.; Ruddy, B. C. Environ. Sci. Technol. 2002,

36, 2138-2145.
(37) Burken, J. G.; Schnoor, J. L. Environ. Sci. Technol. 1998, 32,

3379-3385.
(38) Hong, M.; Farmayan, W. F.; Dortch, I. J.; Chiang, C. Y.; McMillan,

S. K.; Schnoor, J. L. Environ. Sci. Technol. 2001, 35, 1231-1239.
(39) HydroGeoLogic, MODFLOW-SURFACT Software (Version 2.1);

HydroGeoLogic, Inc.: Herndon, VA, 1999; http://www.hgl.com.

(40) Huyakron, P. S.; Springer, E. P.; Guvanasen, V.; Wadsorth, T. D.
Water Resour. Res. 1986, 22, 1790-1808.

(41) van Genuchten, M. Th. Soil Sci. Soc. Am. J. 1980, 44, 892-898.
(42) McDonald, M. G.; Harbaugh, A. W. USGS Survey Techniques of

Water-Resources Investigations Book 6, 1988; Chapter A1.
(43) Bear, J. Hydraulics of Groundwater; McGraw-Hill: London, 1979.

Received for review October 21, 2002. Revised manuscript
received August 15, 2003. Accepted August 26, 2003.

ES026252C

4954 9 ENVIRONMENTAL SCIENCE & TECHNOLOGY / VOL. 37, NO. 21, 2003


